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This paper describes a low-cost robot vision system for manipulating objects in a cluttered
environment. The vision system identifies objects of different shapes and sizes, sorts them
accordingly and puts them onto a conveyor belt to simulate a manufacturing environment. This
paper will discuss the theory of vision systems, equipment selected, experimental procedures and
conclusions drawn. The robot vision algorithm developed will also be presented,

INTRODUCTION

THE APPLICATION of machine vision as an
improvement to robot performance is becoming an
essential element for the integration of robotic
technology in the manufacturing environment. The
machine vision increases the robot’s interaction
with its work environment and helps obtain greater
system flexibility [1]. While robots have been used
in manufacturing for over 30 years, only recently
have they proliferated into a wide variety of appli-
cations. ‘

Most manufacturing applications for robots do
not require vision systems. However, there are
many applications where a vision system has a
distinct advantage and may even be essential for a
robot to perform a task. Some typical applications
of a robot vision system are (a) arc-welding seams
that vary in length, shape and position, (b) spray-
painting a series of parts of different sizes and
shapes, (c) selecting parts from a mixed group or
pile, (d) picking parts from a moving conveyor line
and (e) inspecting parts for defects.

This paper describes the development of a low-
cost robot vision system that is used to manipulate
objects in a cluttered environment. The vision
system identifies objects of different shapes and
sizes, sorts them accordingly, and places them on a
conveyor belt to simulate a manufacturing environ-
ment.

Machine vision is a relatively new technology
that is undergoing, and will continue to undergo, a
process of improvement throughout the next
decade [2]. While robotic applications picked up in
the 1970s, the development of robotic vision
systems began in the 1980s.
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During recent years, many engineering solutions
have been shown to be feasible for manipulation of
objects by a robot. For example, if the aim is to pick
objects from a bin and the objects’ surfaces are
smooth, it is possible to use a vacuum gripper [3]. If
the aim is somewhat more sophisticated, such as
sorting a pile of objects on the basis of shape [4],
one must use the sensory data to not only locate the
least occluded object but also to recognize its shape
in two or three dimensions. We present in this
research a hardware and software based control
method for manipulating objects.

The paper also emphasizes a personal computer
(PC)-based control system, as more and more
manufacturing systems utilize PCs for their
increased power and flexibility [5].

OBJECTIVES

The main objectives of this research are the
following:

(1) To understand the theory, operation and
interfacing of a robot vision system.

(2) To develop and use a vision algorithm for the
precise manipulation of objects in a cluttered
environment.

THEORY

Robot vision may be defined as the process of
extracting, characterizing and interpreting infor-
mation from images of a three-dimensional world.
The vision capabilities endow a robot with a
sophisticated sensing mechanism that allows it to
respond to its environment ‘intelligently’.

The overall theory involved in this research can
be divided into two topics: image acquisition and
image analysis. Each of these will be discussed in
this section.



-

428

Image acquisition

Image acquisition is the process of capturing the
image of an object using an image device. The
image device may be a camera, a photo diode array,
charge-coupled device (CCD) array or charge-
injection device (CID) array. Whatever the image
device may be, the output of the device is a con-
tinuous analog signal proportional to the amount of
light reflected from the image. The signal is then
converted to a digital signal using a digitizer. The
digitizer is basically an analog-to-digital converter
(ADC) with a circuit to ‘freeze’ the image.

The image area is then divided into regions
called picture elements or pixels (Fig. 1a). The
ADC compares the brightness of each pixel and
then assigns a value of zero (black) or one (white) to
that pixel. This is the data that the computer
manipulates to extract information about the
image. A one-bit ADC can only distinguish
between black and white. An 8-bit ADC can dis-
tinguish 2* = 256 (0-255) different shades of gray
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(Fig. 1b); hence, the term ‘gray level. A high
number of pixels results in greater image resolution
and better image detail, but it also takes longer for
the computer to process the image.

Image analysis

The process of image analysis consists of several
operations, the most fundamental of which is the
edge detection. In order for the vision system to
locate, identify and pick an object, it must first
detect the edges of the object. The edges of an
object can be used to construct a drawing which
ultimately results in image understanding [6]. The
process of image understanding is shown in Fig. 2.

The edges of an object are generally represented
by the points that exhibit the greatest difference in
gray-level values within a picture matrix. This can
be achieved by taking the derivative of the gray
scale intensity function. Thus, the value of the slope
would be high in the location where an edge exists.
The Roberts cross operator provides a good

— 255

(a) Picture frame

| — 128

(b) 8 bit grayscale

Fig. 1. Example of picture frame and 8-bit gray scale.
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Fig. 2. Steps to image understanding.
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approximation of the first derivative of a digital
image. The Roberts operator is defined as:

R(m,n)={[i(m+ 1, n+ 1)— i(m, n)] (1)
+ [i(m, n ¥+ 1) —i(m + 1, n}"2

where i(m, n) is the image intensity of the pixel
located at (m, n).

Example. The gray-level values of a picture
matrix are given below. Construct (a) the gradient
matrix using the Roberts cross operator and (b) the
binary matrix using a threshold value of three:
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We will solve this using equation (1). Finding the
first two terms:

[8 8] = [(8 = 8)2 + (8 . 9)2]1/2 =1
9 8 }

[8 8] > [(4—8)2+(8—8)"?=4
8 4

This can be continued to find the rest of the
gradient matrix. The gradient matrix for this
problem is:
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Next, we will find the binary matrix using a
threshold value of three. An edge of an object is
present if the gradient is greater than the threshold.
The threshold value is an arbitrary value set based
on the needs of the system. Therefore an operator
value 23 = 1 and an operator value <3 = (. Below
we find the binary matrix for the initial picture
matrix. Based on the binary matrix, lines may be
identified that represent an object. The lines are
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drawn between the ones and the zeros on the
matrix. These lines outline the shape of the object:
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The setup for this experiment is shown in Fig. 3.
It consists of (1) a PC for program storage and
image analysis, (2) Rhino Mark IV Robot Con-
troller which controls the robot arm, (3) Rhino
XR-3 Robot Arm, (4) a camera to see the objects,
(5) a frame grabber board (inside PC) which stores
the image and translates it into data that the
computer can understand, (6) a monitor to display
the image from the camera, and (7) a conveyor belt
which is used to simulate the manufacturing
environment. The robotic arm is a five-axis educa-
tional robotic arm which also has a gripper. The
software used is RoboTalk from Rhino Robots.
This software is necessary for communication
between the robot controller, PC and the frame
grabber board. RoboTalk is a robotic language
similar to those used in industrial robotics.

PROCEDURE

Step 1: setup and calibration

We begin this experiment by connecting the
robot controller, robot, vision system hardware
and personal computer as per the manufacturers
instructions. As the robot is connected, the work-
cell is set up in an efficient and safe manner, taking
into consideration the possible movements of the
robot. Next, the robot programming and com-
munications package, RoboTalk, is loaded into the
robot. Using this software we can initialize and
calibrate the vision system. This must be done each
time the system is turned on so that the robot can
find its position with respect to the viewing area of
the camera. To do this we first use the VISINIT
command to initialize the vision board. Next, we
use the CALIBRATE command. This command

MONITOR

- ...__.|

4 ROBOT CONTROLLER PERSONAL COMPUTER

Fig. 3. Experimental setup.
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will ask us to place six objects on the screen. The
user will then move the robot to those points using
the teach pendent. After all six points have been
programmed, the robot is ready to use its vision
capabilities.

Step 2: teaching the robot what shapes look like

Our next step is to teach the robot what different
shapes look like. We do this by using a small
program which, when executed, numbers all of the
shapes seen by the camera in its viewing area. The
user then types in the name of the shape cor-
responding to the number on the screen. This infor-
mation is stored in a file on the PC so that this step
does not have to be repeated. The computer stores
the shapes by their geometric properties such as
shape and the location of centroid.

Step 3: running the vision program

To run the vision program that was developed
for the rhino robot we now load the main program
into the RoboTalk software package. This is the
program that will recognize objects and move them
to the conveyor belt. The program will reference
the datafile created earlier to compare the geo-
metric properties of the objects on the table. The
objects do not necessarily have to be the same size
as the ones that were originally digitized. The only
limitation to size is that the gripper can only hold
small objects. Upon executing the program, it will
prompt the user to press any key when ready. After
pressing a key, the camera and frame grabber will
grab the image seen on the table. The software then
goes to work identifying the objects and moving
them: to their specified locations on the conveyor
belt.

VISION SOFTWARE

The vision software that has been developed for
the robot vision system has two parts. The first part
is a program called LEARNSHIP, which memor-
izes the shapes of objects and stores the shapes for
later retrieval. The second program called RPP, is
the actual program which utilizes both the vision
system and the robot arm for the manipulation of
the objects. These programs were written in the
RoboTalk language.

There are several important commands con-
tained in RoboTalk that we have used in these
programs. The LIVE command tells the vision
board to begin taking real-time pictures of the
workspace. These pictures are displayed on the
screen of the vision system monitor. The CAP-
TURE command captures an image of the work-
space and displays it on the vision monitor.
BINARIZE takes the image and turns it into a
black and white image so that image boundaries
may be found. SEGMENT separates the different
objects and creates a list of the objects and their
characteristics in the computer. LEARN allows
one to assign names to the different objects on the

screen. REMEMBER writes the list of information
about the objects in the workspace to afile for later
retrieval. RECALL is used to retrieve a list of
objects from the datafile saved using the REMEM-
BER command. These are the main commands
seen in the program which manipulate the image of
the workspace as seen by the camera.

The first program uses the RoboTalk command
libraries to make a list of the object names and
characteristics and save them to a file called objects
which are later retrieved by program 2. The
program is listed below.

LIVE

CAPTURE
BINARIZE
SEGMENT

LEARN

REMEMBER “objects”
END

Program 2 is the main program which captures
an image of the workspace and recognizes the
objects. It then begins a loop in which it matches
each object’s characteristics to previously memor-
ized objects. The program then commands the
robot arm to pick up the pieces and move themtoa
conveyor belt on the other side of the robot. Upon
completion of the action the loop continues and the
robot recognizes and moves to the next object. This
continues until there are no more objects in the
captured image of the workspace. The user can
then place more objects down on the table, capture
a new image and repeat the process as many times
as is needed. A flow chart of the program is shown
in Fig. 4.

RESULTS

The results of this research are the confirmation
of the objectives, introducing the readers to the
theory, control and application of a robot vision
system. The greatest exposure to new materials was
in the theory of the vision system and the develop-
ment of the vision algorithm.

The main program ‘RPP’ that controls the vision
system, detects subtle changes in the light intensity
that cannot be seen by the human eye. The listing of
the program is shown in Appendix A.

DISCUSSION AND CONCLUSIONS

This project has demonstrated that a low-cost
educational robot, when equipped with a vision
system, can be used for the integration of robotic
technology in the manufacturing environment. The
robot vision system endows the robot with a
sophisticated sensing mechanism that allows the
robot to respond to its environment in an ‘intelli-
gent’ and ‘flexible’ manner. While a robot and its
vision system can be controlled in many ways,
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END OF PROGRAM

IMAGE SEENDBY THE
CAMERA

v

DISPLAY THE NUMBER
OF OBJECTS SEEN
IN THE WORKSPACE

y

LOOP: FORI =1 TO
NUMBEROOF OBJECTS

v

MATCH OBJECT TO
OBJECT IN THE
OBJECT LIST

DISPLAY THE OBJECT
NAME ON THE SCREEN

MOVE ROBOT TO
CENTEROCOORDINATES
OF THE OBJECT

LOWER ROBOT ARM
AROUND OBJECT AND
GRIP THE OBJECT

MOVE THE OBJECT TO THE
CONVEYOR BELT AND
RELEASE THE OBJECT

ADVANCE THE CONVEYOR
BELT

RETURN ROBOT TO TS
HOME POSITION

YES NO
END OF LOOP

Fig. 4. Flow chart of the main program.

software-based control is a technique that is
gaining popularity among reseachers. The key
advantage of a programmable robot is flexibility.
Such flexibility reduces the cost of operation of a
robot system. A programmable robot vision system
can be reprogrammed without physically modify-

ing the robot geometry. Flexibility is enhanced by
automatically generating the appropriate program.
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APPENDIX A
PROGRAM LISTING FOR ROBOT VISION SYSTEM CONTROL

REM PROMPT USER FOR INPUT
TYPE "THIS PROGRAM WILL RECOGNISE, PICK AND PLACE"
TYPTYPEE-oa.Ecrs IN THE CAMERAS VIEWING AREA."
5 TYPE "PLACE THE OBJECTS WITHIN THE VIEWING AREA AND"
TYPE "PRESS C TO CONTINUE OR Q TO QUIT THE PROGRAM®
10 INPUT *(C OR Q)" $A
IF $A = "Q" THEN END
IF $A = "C" THEN GOTO 100
QOTO 10
REM THIS PART OF THE PROGRAM LOOKS AT THE

100 CAPTURE

TYPE "THE CURRENT SHAPE IS:"

TYPE LNAME

MOVEX TO .CENTERX |.CENTERY,200,0,. ANGLE
MOVEX 0,0,-100,0,0

MOVEX 0,0,-95,0,0

GRIP

TYPE "THE OBJECT WILL NOW BE MOVED TO IT'S CORRECT POSITION"
IF LNAME = "SQUARE" THEN GOTO 1000

IF .LNAME = "CIRCLE" THEN GOTO 2000

IF |. NAME = "ROD" THEN GOTO 3000

REM THIS PART OF THE PROGRAM WILL PLACE SQUARES
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GOTO 10000

REM THIS PART OF THE PROGRAM WILL PLACE CIRCLES

2000 MOVEP DCIR1
MOVEP DCIR2
OPEN
MOVEP DCIR1
GOTO 10000

REM THIS PART OF THE PROGRAM WILL PLACE RODS

3000 MOVEP DROD1

10000

AUTHORS’ QUESTIONNAIRE

The paper describes new training tools or
laboratory concepts/instrumentation/experi-
ments in:

Mechanical, electrical, and industrial engin-
eering.

The paper describes new equipment useful in
the following courses:

Robotics, Computer-Aided Manufacturing,
and Machine Vision.

Level of students involved in the use of the
equipment.
Juniors and Seniors.

What aspects of your contribution are new:

Low cost, off the shelf hardware, easy to
assemble, simple to program.

How is the material presented to be incor-
porated in engineering teaching?

The materials presented in the paper can be
incorporated in courses on robotics, or flex-
ible manufacturing. The materials can be used
as part of an experiment on robot vision
systems.

6.

Which texts or other documentation accom-
pany the presented materials?

Text 1: Industrial Robotics by M. Groover.

Text 2: Computer-Aided Manufacturing by
T.C. Chang, R. A. Wysk and H.1L
Wang.

Text 3: Robotics and Manufacturing Automa-
tion by C. R. Asfahl.

Have the ;:oncepts presented been tested in
the classroom? What conclusions have been
drawn from the experience?

The experiment was performed as part of
MECH 451 (Computer-Aided Manufactur-
ing) last year. Our conclusion is that this was
an excellent tool for teaching robotics in a
manufacturing course. The students were
motivated by the hands-on experience they
gained using the robots.

Other comments on benefits of your presented
work for engineering education:

Other benefits include motivating young
people to pursue careers in computer-aided
manufacturing. The information presented
will be useful to those interested in developing
similar robot vision experiments.




