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Recent years have seen an increased awareness of the potential of intelligent tueoring systems (1T5)
as an innovative driving force in engineering education. In particular, these systems provide an
opportunity not only to improve the user’s problem-solving ability bur also to increase his or her
understanding of a given problem domain. This focus on increasing the user’s understanding of a
problem domain is the basis of the explanation-driven understanding-directed (EDUD)
[framework for ITS design described in this paper. The basic premise behind this framework is that
effective solving of engineering problems is facilitated where there is understanding of the relevant
first principles. Engineers whose training is too closely related to current solutions of techno-
logical problems with insufficient knowledge of first principles lack both flexibility of mind and
the background knowledge to contribute effecti vely to the solution of new problems. The EDUD
framework is designed to support the user at three broad levels in the learning process, namely,
knowledge of basic principles, acquisition of problem-solving skills and expertise. The user is
represented at each level in a user model based on cognitive principles which reflects his under-
standing of the level. For each of the levels the targer knowledge is segmented and structured so
that assimilable ‘chunks’ of pertinent information are presented to the user. An example of how

the framework is used in structuring and presenting knowledge about a car’s fuel system is

described.

INTRODUCTION

ARTIFICIAL intelligence (Al) provides a means
of solving ill-structured problems. Many engineer-
ing problems are of such a kind and the interest of
the engineering community in Al has been con-
siderable, particularly in the area of knowledge-
based expert systems. Al can, however, also make
significant contributions to the teaching of
engineering knowledge. The nature of most
engineering problems requires the engineer to have
sufficient understanding of the domain to carry out
careful cross-checking and testing of solutions.
This means that problem-solving decisions fre-
quently need to be traced to first principles to make
sure that they are soundly and demonstrably based
in fact. Thus the factual knowledge relevant to a
particular engineering problem forms a foundation
upon which problem-solving skills can be built [1].
Understanding such knowledge is essential to
successful problem-solving. Yet, the approach
commonly used in existing intelligent tutoring
system (ITS) design emphasizes the teaching of
problem-solving skills rather than that of first
principles. Furthermore these problem-solving
skills are viewed as specific to a particular task [2].
Present ITS design examines a task and infers the
underlying cognitive processes necessary for the
problem’s solution. Specific problem-solving skills
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are thus firmly linked to a specific task and it is
these skills which are tutored with the help of the
system. However, if the user is to recall and apply
the knowledge acquired from using the system,
then it should be designed with greater emphasis on
ensuring understanding of the basic principles
rather than exclusively on improving particular
problem-solving capabilities. This requires the ITS
to adapt its performance to the user’s develop-
mental level at a given cognitive stage. In order to
achieve this a profile of the user’s current under-
standing levels needs to be constructed which
reflects the user’s initial knowledge of the domain
as well as his/her progress in a learning task
brought about by his/her interaction with the
system.

The explanation-driven understanding-directed
(EDUD) framework represents the user’s level of
understanding of a given body of domain know-
ledge and links the explanations given with this
representation. Structuring of the target knowledge
is based on the categories of understanding which
provide units for explanation [3-5]. Each stage in
the process of understanding is thus linked to a
previously defined explanation category, providing
a set of structures, amenable to both computation
and human comprehension. The sequencing of the
presentation of these categories of explanation is
arranged so as to increase the user’s understanding
of the domain. The ITS based on this framework is
capable of functioning in three distinct modes: a
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directed mode which teaches basic principles; an
interactive mode which facilitates problem-solving;
and an expository mode which demonstrates
expert reasoning.

THE IMPORTANCE OF THE CONCEPTS OF
UNDERSTANDING AND EXPLANATION IN
ITS DESIGN

It has previously been stated that the concepts of
understanding and explanation are seen as funda-
mental to the design of instructional engineering
systems. Yet, frequently these terms are used with-
out sufficient attention being given to their mean-
ing. A brief discussion therefore follows as to what
is meant by these concepts and how they may be
addressed in the design of the teaching system.

The concept of understanding

In considering the concept of ‘understanding’ in
relation to instructional design, a distinction must
be drawn between the notion of understanding as a
state, i.e. as a practical manifestation demonstrated
in particular subject or task areas, and that of
understanding as a general process, i.e. of moving
from one knowledge state to a higher knowledge
state.

Educational theory provides guidelines as to
how the state of understanding can be measured,
which has implications for pedagogic design. An
example of this approach is found in Bloom’s work
which provides a taxonomy consisting of categories
for six cognitive abilities, namely knowledge, com-
prehension, application, analysis, synthesis and
evaluation [6]. Understanding is linked to these
categories in such a way that the attainment of the
educational objectives described in each category
is indicative of a particular level of understanding.
For example, ‘some understanding’ of a situation or
phenomenon is demonstrated by the ability to
‘translate’ it, i.e. by describing the initial pheno-
menon in terms slightly different from those origin-
ally used. Deeper understanding is reflected by the
ability to interpret the information, i.e. to sum-
marize and explain the phenomenon previously
described. A particularly interesting feature of such
a taxonomy is that is not task-specific but domain
independent and may therefore be used as a guide-
line for achieving educational objectives in a
variety of tasks and domains. As such it is con-
ceptually amenable to be included as a
measurement of a user’s level of understanding in
software design.

However, in designing instructional software the
focus is not only on providing measures of the
user's current state of understanding, but with
facilitating the process of understanding. This is
commonly addressed in computerized engineering
teaching through the provision of simulations
which provide an environment where the process
of understanding is facilitated through active
involvement in exploration and discovery learning,

a technique well recognized in educational theory.
However, it is also recognized that this technique is
not without its drawbacks. Learning through
exploration places high cognitive demands on the
learner [7]. Without sufficient assistance the learner
may flounder and miss the richness of information
provided by the simulation. Instructional software
must ensure the transfer of knowledge in such a
way as to achieve epistemic continuity for the user
[8-10]. Simulations, therefore, whilst having a valu-
able role to play in improving problem-solving
skills, frequently ignore the teaching of underlying
first principles and the user’s current level of
understanding of the target knowledge.

The concept of explanation

Much research in the field of ‘explanation’ has
been undertaken in the design of expert systems.
However, lessons learnt from this field must be
viewed with care when applying their results to
instructional design [11]. Firstly, there is a funda-
mental difference in the purpose for which
explanation facilities are provided in the design of
expert systems and that of teaching systems. In an
expert system the goal of the explanation is to
explicitly provide justification that the knowledge
used in the reasoning process as well as the process
itself is correct and appropriate. It is therefore
concerned with communicating to the user what
the system itself ‘’knows’ in terms of how and why a
particular conclusion is reached on a particular
problem-solving task. Because the emphasis is on
justifying conclusions arrived at by the system at
expert level, the issues with which research in this
area are concerned include how an expert decom-
poses and integrates his/her reasoning in a
problem-solving context and how this may be
articulated in system design.

The goal of the explanation in instructional soft-
ware is different to that described above. Here the
aim is to increase the (non-expert) user’s under-
standing of a particular domain, and to do so in
such a way as to ensure that the user may recall and
apply that knowledge at a later date. The explana-
tion process is therefore part of an act of teaching
which must be related to the conclusions that the
user expects the system to draw and the way in
which he/she would have drawn those conclusions
him or herself. The basic emphasis is not, therefore,
on how and why a particular conclusion was
reached by the system but on what, when and how
to explain the given body of target-knowledge.
Thus the primary concern of explanation is to
enhance the user’s learning/understanding of the
target-knowledge, a task which requires informa-
tion of the user’s current epistemological state.

This requirement has important implications for
the design of the architecture and behaviour of
instructional systems. It cannot be assumed that
explanations will be given in response to some
content-seeking question initiated by the user and
that the user knows the correct question to ask. The
explanation facilities in expert systems may be
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described as playing a passive role. In an instruc-
tional system on the other hand, explanations must
play an active role since it cannot be assumed that
the user will request an explanation at the appro-
priate time or level, nor that the explanation-
seeking question asked will be the correct one. The
software must be able to determine the appropriate
content and timing of the explanation which
necessitates the explanation facilities being
extended to select appropriate material, adapt this
material to the user’s level of functioning and to
conduct an efficient interaction. In those instances
where a question is initiated by the user, the system
is required to consider, inter alia, what inferences
the user is trying to draw and what his/her
problem-solving procedure is to accomplish his/
her task. The initiative for providing explanations is
therefore shared between the system and the user.

THE EDUD FRAMEWORK

The EDUD framework consists of the following
modules:

® a knowledge base containing the structured
domain knowledge;

® auser model, which represents the user’s level of
understanding; and

® a dialogue control module which regulates the
interaction between the user and the system.

The EDUD knowledge base

Central to the EDUD approach is the condition
that knowledge about a given problem-domain can
be structured according to some well-grounded
principle. The object is to organize the domain
knowledge into several topic-dependent, auto-
nomous information-containing structures, each of
which can act as a context for the explanation-
seeking and explanation-giving process. Engineer-
ing knowledge is particular amenable to
structuring. Much work has already been done in
representing engineering knowledge in structured
formats. The EDUD framework builds on this
approach. Knowledge is structured into a hier-
archical framework consisting of five major cate-
gories. Each of these categories is identifiable with
a particular type of explanation. These are:

1. identity explanations, which are concerned with
the definition and classification of objects;

2. functional explanations, which are concerned
with the intended functions of objects in the
domain;

3. causal explanations which are concerned with
cause/effect links;

4. complex-derivational explanations which are
concerned with defining how a domain relates
to all other domains with which it is functionally
linked; and

5. hypothetico-deductive explanations which con-
sider relationships both actual and potential.

The representational formalism used to express
the domain knowledge in the EDUD approach is a
frame-based system which is a complete semantic
network. The general structure of a network for the
fuelling system of a motor car is shown in Fig. 1.
The hierarchical structure of the semantic network
as a whole enables limited inferences to be drawn,
e.g. that the throttle-valve is part of the fuelling
system, which in turn is part of the engine system.
The conclusion can therefore be reached that the
throttle valve is part of the engine system or that the
float chamber is part of the carburettor.

The EDUD user model

To be an effective tutor the system needs to
adapt its performance to the user’s developmental
level at a given cognitive stage. In order to achieve
this a profile of the user’s current understanding/
learning level needs to be constructed. This profile
reflects the user’s initial knowledge of the domain
fragment of an application domain intended for
teaching as well as his/her progress in a learning
task brought about by his/her interaction with the
system.

In the EDUD framework the user’s understand-
ing of the material presented to him/her is assessed
at each level in the hierarchy. Based on this assess-
ment a decision is made as to what material should
be explained to him/her next. The goal is to pin-
point the conceptual relations which are under-
stood at a specific phase of understanding and
consequently ‘predict’ those relations which still
need to be tutored and those which must have
already been mastered in order to achieve the
present level of understanding.

This approach has important implications for
system design. It allows direct comparison of the
user’s input with the steps in the hierarchical
structure. In this way, detailed inference models of
the processes taking place within the user are
obviated, as are any cumbersome computational
overheads that might be associated with them.

The stages of understanding through which the
individual passes reflect and are linked to the cate-
gories of explanation. These are:

The Stage of Figurative Knowing,

The Functional Stage.

The Cause/Effect Stage.

The Complex Derivational Stage.

The Stage of Hypothetico-Deductive Reasoning,

The Stage of Figurative Knowing During this
stage of understanding the learner grasps the
definitional attributes of a particular object or
concept. Where explanation is required the goal of
the explanation is to ensure that the user under-
stands the basic definitional characteristics and
attributes of a concept in a specific domain
together with their value. The explanation process
is commonly initiated in this stage by questions
such as ‘whatis...?, ‘isit...?, ‘how muchis...?,
and understanding-directed by ‘itis ...’



NAME: Fuel system

Identity: Part of Engine System in most cars the fuelling system is petrol/air based. A petrol air mixture is explosive when ignited and these
explosions, controlled by means of the internal combustion engine, generate the energy to propel the car.

Function: To provide a sufficient and correct mixture of air and petrol to form an explosive mixture.

Cause: A sufficient supply of petrol is pumped by a fuel pump from the fuel tank, via a petrol filter and air aspirated to the carburetior where
they are mixed to form a fine spray which immediately evaporates 1o form a vapour. This vapour eniers the manifold via the throttle valve.
C-Der: A problem with either the petrol supply, fuel pump, fuel tank, petrol filler will prevent the engine from functioning by failing to supply

the correct petrol/air mixture.

NAME: Carburettor
Identity: Part of fuel system
Function: To mix air and petrol to form an explosive mixture

vapour. This is passed, via throule valve to manifold

Cause: When engine running air drawn in via air-filter passed choke valve, entering the venturi by suction. As it passes through venturi it
speeds up, pressure falls causing petrol from float chamber 10 be drawn into air stream as a fine spray which immediately evaporates to form

C-Der: The running of the engine is dependent on the delivery of the correct mixture of air and petrol to it. This is achieved by adequate
functioning of air filter, float chamber, needle valve, ventri, choke valve and throttle valve

NAME: Choke Valve

Identity: Part of carburettor

Function: To control amount of air entering the carburettor
Cause: by closing choke valve amount of air entering
carburetior is lessened resulting in a richer petrol mixture
C-Der: an internal combustion petrol engine requires a
rich mixture to function when cold. Prolonged opening of
valve will result in inappropriate deliverance of rich
mixture which will flood engine.

NAME: Air Filter

Identity: Part of carburettor

Function: Remove dust from air

Cause: Filters air through semi-permeable membrane
C-Der: Dint particles escaping semi-permeable membrane
will choke air resulting in less air and a richer petrol

mix getting to engine causing resulting flooding

Fig. 1. A section from the frame-based representation of knowledge about a car’s fuel system as used in the EDUD
framework.

The Functional Stage Understanding at this stage
requires a knowledge of the purpose or use of an
object or action. Attention should be paid at this
stage to the difference between ‘cause’ and
‘function’ which are not synonymous. Functionality
differs from causality in its attention to goals. In
many instances a functional relationship underlies
a causal chain which constitutes a procedure. The
explanation question here is ‘for what purpose ... ?’
and the understanding directed by ‘for the purpose
of...

The Cause/Effect Stage At this stage the pertinent
cause/effect relationships between entities are
understood as well as distinctions between direct
causal relationships, i.e. where there is no ambigu-
ity about the cause/effect link and relative causal
relationships, where the entity represents an object
which may have causal influence under particular
conditions. Explanation may be sought at this level
by asking ‘how . . . ?" and understanding directed by
i

The Complex Derivational Stage Understanding
at this level requires a grasp of why it is the case that
a particular set of conditions exist. Explanation is
sought by attempts to discover ‘why it is the case
that. ..  The goal of the explanation at this stage is

to ensure that given an effect the user may infer a
cause. This is possible only if all the prior defini-
tional, functional and causal relationships have
been understood.

The Stage of Hypothetico-Deductive Reasoning
In this stage the results of the prior phases are used
as propositions which are then further operated on.
That is to say, various kinds of logical connections
are made between them (identification, disjunc-
tion, conjunction, implication, etc.). In this stage the
user applies his/her previously acquired informa-
tion directly in a new situation. Various pieces of
information are compared and explanation is often
induced by the question ‘what if ... ?” and under-
standing-directed by ‘if . . . then’.

The final stage is that which comprises expert
reasoning. Here the expert uses both his/her
theoretical knowledge of the domain together with
his/her experiential knowledge to form heuristic
solutions to problems.

Dialogue control module

The EDUD framework is designed to function in
three distinct teaching modes. It is necessary to
ensure that the user first has a level of understand-
ing of the basic principles of the domain. Thus in
the primary mode the system functions to ensure
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the user’s understanding at the level of figurative
knowing, the functional stage and the cause/effect
stage. An effective method of providing ‘meaning’
to a new concept is to encourage the user to classify
this new information in the light of what he/she
already knows, e.g. by providing him/her with
examples or analogous situations. The second
mode addresses the complex-derivational and
hypothetico-deductive stages of understanding and
provides for conversion of the previously obtained
declarative knowledge. This may take, for example,
the form of simulations. Finally, the system must
provide for obtaining expertise in a subject area.
One method of acquiring expertise is through
observation and interaction. The EDUD frame-
work therefore provides for an articulate expert
system.

MONITORING OF THE USER

The learning/teaching strategy is designed to
reflect the chosen knowledge-decomposition hier-
archy. Essential in this strategy are those concepts
in the particular domain which are considered to be
the most important for the user to understand,
together with their hierarchical relationships with
other concepts in the domain and a set of rules
monitoring and controlling the user’s progress
through the stages of understanding.

A frame-based knowledge representation is
used as a basis for modelling the user’s level of
understanding and determining which explanation
is needed. The advantage of using frames is that
each of the cognitive structures which the user must
acquire in the process of understanding a problem
solving space can be represented as a slot contain-
ing a knowledge ‘structure’. Each frame consists of
anumber of slots, each slot aiming at a specific level
of understanding in the EDUD hierarchy. Each
slot in the frame has a value attached to it.

A slot may also contain a procedural attachment.
For example, in order to obtain the value ‘yes’ or
‘no’ for the identity slot in the above frame, the
procedural attachment defines a question/answer
procedure. The system asks the user the question
‘Do you understand what the fuel system is?’ and
the value in the understanding-fuel-system frame is
instantiated according to the user’s response (Fig.
2).

Diagnostic rules for assessment of user’s
understanding

Teaching of basic principles The system takes the
initiative in the initial stages The interaction com-
mences with the dialogue control module, which
initiates a diagnostic test to assess the user’s present
level of understanding in relation to a specific con-
cept. The user’s reply is assessed and the user
model is updated accordingly. When at a particular
level the user states that he/she does not under-
stand a question, no further diagnostic questions
are asked. It is assumed that he/she cannot have
attained a higher level of functioning in the hier-
archy and all subsequent levels of explanation are
offered to him/her. This is expressed in a system of
general rules (Fig. 3). At any point in the explana-
tion process where a new concept is encountered,
an explanation of that ¢oncept together with its
hierarchical structure is offered.

Teaching competence in problem-solving tasks
In the problem-solving stage the user is set a
number of problems to solve. During this phase he/
she may interrogate the system. The explanations
given in response to his/her queries are tailored to
the system’s perceived level of the user’s under-
standing.

The explanation offered is determined by a set of
general rules. For example:

Rule E1
If query is ‘what is x?°
then offer identity explanation of x

Rule E2
If query is ‘what does x do?’
then offer functional explanation of x

Rule E3
If query is ‘how does x achieve ... ?’
then offer causal explanation of x

Rule E4
If query is ‘why is it the case that x.. . '
then offer complex derivational explanation of x

Facilitating acquisition of expertise A detailed
account of this system is not given here other than
to point out that the same principles used in the
primary mode are applied here. For example,
should a user ask a question, the system first estab-
lishes his/her level of understanding as a frame of
reference and explanation is directed at this level.

Frame Slot Value
Understanding-fuel-system  identity yes/no
function yes/no
Frame Slot Procedure
Understanding-fuel-system identity Question

Fig. 2. Frames for representing user’s level of functioning.
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Rule Al
Assess understanding of identity

B. Cox

If identity understood then assess understanding of functional relationships else explain

identity, functional, cause/effect and

complex-derivational and set problem solving tasks

Rule A2

Assess understanding of functional relationships

If functional relationships understood assess understanding of
cause/effect relationships else explain functional, cause/effect
complex-derivational and set problem solving tasks

Rule A3

Assess understanding of cause/effect relationships
If cause/effect relationships understood, assess understanding
of complex-derivational else explain cause/effect, complex

derivational and set problem solving tasks

Fig. 3. Rules for assessing understanding of basic principles.

CONCLUSION

The EDUD framework provides a practical
approach to the analysis and presentation of
knowledge for computerized engineering teaching.
The importance of the concepts of explanation and
understanding in knowledge communication and
acquisition have been stressed. A distinction has
been made between problem-solving knowledge
and the declarative, factual knowledge relevant to a
given problem domain, The latter kind of know-
ledge is the foundation upon which problem-
solving skills are built.

The EDUD approach offers a practical, psycho-
logically plausible and computationally imple-
mentable way in which such knowledge can be
communicated and assessed to assure that it is

understood. The basic organization of knowledge
in the EDUD framework makes it particularly suit-
able for teaching engineering problems. By stress-
ing the importance and priority of the declarative
(factual) knowledge we depart from the generally
adopted methodology of existing tutoring systems
which are, by and large, oriented towards teaching
problem-solving skills.

It needs to be noted that the way knowledge is
presented to the user is very important. This is a
separate issue from that of being able to adjust the
system’s teaching strategies according to the
requirements of a particular body of knowledge
and user’s needs. This issue has not been addressed
in this paper but is particularly important in
engineering domains where frequently diagrams
can capture information more succinctly than text.
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